Resources to understand GPT and Transformers better

[One-Hot, Label, Target and K-Fold Target Encoding, Clearly Explained!!! (youtube.com)](https://www.youtube.com/watch?v=589nCGeWG1w)

[But what is a GPT? Visual intro to transformers | Chapter 5, Deep Learning (youtube.com)](https://www.youtube.com/watch?v=wjZofJX0v4M&list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi&index=6)

[Attention in transformers, visually explained | Chapter 6, Deep Learning (youtube.com)](https://www.youtube.com/watch?v=eMlx5fFNoYc&list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi&index=7)

[Sequence-to-Sequence (seq2seq) Encoder-Decoder Neural Networks, Clearly Explained!!! (youtube.com)](https://www.youtube.com/watch?v=L8HKweZIOmg)

[Attention for Neural Networks, Clearly Explained!!! (youtube.com)](https://www.youtube.com/watch?v=PSs6nxngL6k)

[Transformer Neural Networks, ChatGPT's foundation, Clearly Explained!!! (youtube.com)](https://www.youtube.com/watch?v=zxQyTK8quyY)